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1. Let X1, X2, X3 be independent with density f(xi) = exp(−xi), xi > 0. Let

U1 = X1+X2+X3, U2 = (X1+X2)/(X1+X2+X3), and U3 = X1/(X1+X2+X3).

Find the joint density of U = (U1, U2, U3).

2. Suppose that a rat is in a maze with two possible directions. If it chooses left, it

wanders around the maze for four minutes and comes back to where it started. If

it chooses right, then with probability 1/4 it will depart the maze in five minutes,

and with probability 3/4 it will come back to where it started after three minutes.

We assume that at the beginning and whenever it returns to the start, it chooses

to go right with probability 1/5.

(a) Find the expected time until the rat escapes the maze.

(b) Show that the probability that the rat stays in the maze forever is zero.

3. Let X1, . . . , Xn be independent, and let Xi ∼ N(µ, σ2), n > 1.

(a) Find the distribution of the sample mean X.

(b) Find the distribution of the sample variance S2.

(c) Show that X and S2 are independent.

4. Let X1, . . . , Xn be independent, and let Xi ∼ N(µ, σ2), n > 1. Prove or disprove:

(a) X is the best unbiased estimator of µ.

(b) S2 is an efficient estimator of σ2.

(c) XS2 is an efficient estimator of µσ2. (Hint: V ar(XS2) = 2σ4

n(n−1) + 2µ2σ2

n−1 + σ6

n .)

5. State and prove the Neyman-Pearson theorem.

6. Let X1 and X2 be independent, with Xi ∼ B(1, θ). Consider testing that θ = 0.4

against θ > 0.4. Let Φ(X1, X2) be the nonrandomized test which rejects the null

hypothesis if X1 = 1.

(a) Show that T = X1 + X2 is a sufficient statistic.

(b) Show that Φ∗(T ) = E[ Φ(X1, X2) | T ] = 0 if T = 0, Φ∗(T ) = 1/2 if T = 1,

and Φ∗(T ) = 1 if T = 2.
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1.  (X, Y )������ 0 < x < y < 1��������

(a) �Var(Y | X = 1/3) (10%)

(b) �X/Y �p.d.f. (10%)

2. X,Y ���� �!"#

(a) EE(X | Y ) = E(X) (5%)

(b) Var(X) = VarE(X | Y ) + EVar(X | Y ) (15%)

3. (a) X1, X2, . . . , Xn
i.i.d.∼ Γ(α, β)��αβ$αnβn�%&'()*+best unbi-

ased estimator,-./012345�6789� (10%)

(b) X1, X2, . . . , Xn
i.i.d.∼ f(x; θ) = θ(1 − θ)x� x = 0, 1, 2, . . .�0 < θ < 1��

(1− θ)/θ'()*��: ;<=�>X�'� (1− θ)/θ��?'()*
+efficient unbiased estimator,� (10%)

4. X1, X2, . . . , Xn
i.i.d.∼ N(µ, σ2)�µ, σ2�@AB �.0 < α < 1�

(a) CDµ�100(1− α)%EF�G� (10%)

(b) CDσ� 100(1− α)%EF�G� (10%)

5. X1, X2, . . . , Xn
i.i.d.∼ N(0, θ2)�HIH0 : θ = 1JHa : θ > 1�KCDLM

+size,Nα�UMPO8�0 < α < 1�-/012345�6789� (20%)

6. (a) 12-!"Rao-Blackwell89� (10%)

(b) 12-!"Lehmann-Scheffé89� (10%)
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�� �X1, X2, . . . , Xn� iid�����	
�Xi� pdf fX
cdf FX�� Y =

max(X1, . . . , Xn), Z = min(X1, . . . , Xn)


(a) � (Y,Z)��� cdf� �10��

(b) � (Y,Z)���pdf� �10��

�� fX�FX������

�� �X1, X2, . . .����	��


(a) � Xn
d−→ X�!Xn

p−→ b�"#
$%X����	
b�&	�
�10��

(b) 'EXn = µn, V ar(Xn) = σ2
n�µn −→ a, σ2

n −→ 0
()Xn
p−→ a�10��

♠*+�,�-�./%
�X1, X2, . . . , Xn�01���	
Xi ∼ E(iθ), θ > 0�

,� (a) �2� θ! τ = θ2�MLE θ̂! τ̂ �10��

(b) θ̂�3� θ��45"�consistent estimator�? �10��

�67� �89:";�<=�

-� (a) θ̂�3� θ�>?5"�efficient estimator�? �10��

(b) � η = θ−1�@A3B5"�best unbiased estimator�� �10��

�67� �89:";�<=�

.� (a) � θ�100(1− α)%CDEF� �10��

(b) � θ̂n�GHnIJKL��MN�O�asymptotic distribution��
�10��

P� �X1, X2, . . . , X10
iid∼ B(1, θ)�QRH0 : θ = 0.4SHa : θ > 0.4

(a) T�UV�size�W0.05�UMPX"� �10��

(b) � �89:";�<=� �10��

YZ[n = 10, θ = 0.4\
X ∼ B(n, θ)�]^�_`+[

x 0 1 2 3 4 5 6 7 8 9 10

P(X ≤ x) 0.06 0.046 0.167 0.382 0.633 0.834 0.945 0.988 0.998 0.999 1
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1. �	
�����
(a) power function (b) p-value (c) unbiased test (d) sufficient statistic

2. Let Xi be independent and Xi ∼ Poisson(iθ), θ > 0, i = 1, 2, . . . , n. Find the best unbiased

estimator of θ.

3. Let X1, X2, . . . , Xn be independently uniformly distributed on (0, θ). Does there exist the best

unbiased estimator of θ? If yes, find it.

4. State and prove the Neyman-Pearson Theorem on testing simple hypothesis verse another simple

hypothesis.

5. Let X be a discrete random variable with density f(x; θ) giving in the following table:

x 0 1 2 3

f(x; 0) .05 .05 .10 .80

f(x; 1) .05 .20 .45 .30

For testing H0 : θ = 0 against H1 : θ = 1, please list two different nonrandomized and two

different randomized tests (any tests) of size .05. Compare these four tests (that is, is the first

test more powerful than the second test, etc.?)

6. Consider a random sample of size n without replacement from a population of size N of which

Np1 are type A, Np2 are type B, and N(1− p1− p2) are type C. Let X1 be the number of type

A’s in the sample, and let X2 be the number of type B’s.

(a) What is the joint density function of X1 and X2?

(b) Let U = X1 + X2. What are the mean and variance of U?

(c) What is the conditional density function of X2 | U?
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1. Let X and Y be independent, and let f1(x) = e−x, x > 0, and f2(y) = e−y, y > 0.

(a) Find the joint density of X and Y .

(b) Find P (X + Y ≤ 1).

(c) Find P (X + Y ≤ z) for all z > 0.

(d) Let Z = X + Y . Find the density function of Z.

2. Define two statements A and B as follows:

A: X and Y are independent;

B: E(X|Y = y) = E(X).

(a) State the relationship between statements A and B. (i.e., A −→←− B, A −→←−× B, A −→×←− B,

or A −→×←−× B?)

(b) Prove and/or disprove the relationship given in (a).

3. Let (X1, X2, X3, X4) ∼ M4(n, (p1, p2, p3, p4)). Let U = X2 + X3.

(a) What is the distribution of (X1, U)?

(b) Show that the conditional distribution of X1 given X2 = 2 and X3 = 3 is the same as the

conditional distribution of X1 given U = 5.

4. Let Xi ∼ N(iθ, 1) and X1, X2, . . . , Xn are independent.

(a) Find the MLE for θ and then show that this MLE is a consistent estimator of θ as n

approaches infinity.

(b) Both the MLE and the unbiased estimator of θ2 are consistent estimators of θ2.

5. Let X1, X2, . . . , X25 be a random sample from a normal distribution with mean µ and variance

σ2 unknown. Find the most powerful size-0.05 test for testing the null hypothesis H0 : µ =

µ0, σ
2 = σ2

0 against the alternative H1 : µ = µ1, σ
2 = σ2

0 .

6. Let X1, X2, and X3 be independent, with Xi ∼ B(1, θ). Consider testing that θ = 0.3 against

θ > 0.3. Let Φ(X1, X2, X3) be the nonrandomized test which rejects the null hypothesis if

X3 = 1.

(a) Show that T = X1 + X2 + X3 is a sufficient statistic.

(b) Let Φ∗(T ) = E[Φ(X1, X2, X3) | T ]. Find Φ∗(T ).
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1. Let X be a continuous random variable. Show that

EX =
∫ ∞

0

P (X > y) dy −
∫ 0

−∞
P (X < y) dy.

2. Let X and Y be random variables. Show that

V ar(Y ) = E[V ar(Y |X)] + V ar[E(Y |X)].

3. Let (X, Y ) have joint density function

f(x, y) = cxy, 0 < y < x < 1.

Find V ar(Y |X = 1/2).

4. Let X1, . . . , Xn be independent, with Xi ∼ N(iθ, 1).

(a) Find the MLE of θ.

(b) Find the best estimator of θ.

5. Let X1, . . . , Xn be independent with Xi ∼ E(iθ), θ > 0. Find the lower bound for an unbiased

estimator of θ−1.

6. (a) State Neyman-Pearson Theorem.

(b) Let X1, . . . , Xn be independent, with Xi ∼ P (θ). Find a UMP size-α test that θ = 1

against θ > 1.
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1. Let the conditional density of Y given Λ = λ be

f1(y|λ) =
e−λλy

y!
, y = 0, 1, 2, . . .

and the density function of Λ be

f2(λ) = e−λ, λ > 0.

(a) Find the marginal density of Y .

(b) Find E(Y |Λ = λ), E(Y ).

2. Suppose X = (X1, X2, X3) has joint density function

f(x1, x2, x3) =
3
4π

, x2
1 + x2

2 + x2
3 ≤ 1.

Let X1 = U1 cosU2 sin U3, X2 = U1 sin U2 sinU3, X3 = U1 cos U3, 0 ≤ U1 ≤ 1, 0 ≤ U2 ≤ 2π,

0 ≤ U3 ≤ π.

(a) Find marginal density functions for U1, U2, and U3.

(b) Find P (1/4 ≤ U1 ≤ 1/2, π/4 ≤ U3 ≤ π/2).

3. (a) Let (X,Y ) be random variables. Show that E(X) = EE(X|Y ) and E(XY ) =

E(Y E(X|Y )).

(b) Let (X, Y ) be random variables with mean µX and µY , variances σ2
X and σ2

Y , and correla-

tion coefficient ρ. Suppose E(X|Y ) = aY + b. Show that b = µX − aµY , a = ρσX/σY .

4. Let X1, X2, . . . , Xn be independent with density function f(x; θ) = θxθ−1, 0 < x < 1, θ > 0.

(a) Find the MLE of θ.

(b) Find the best unbiased estimator of 1/θ.

(c) Find an efficient estimator of 1/θ.

5. (a) State the following theorems: (i) Information inequality. (ii) Rao-Blackwell theorem.

(b) Let X ∼ B(10, θ). Consider testing θ = 0.3 against θ 6= 0.3 with the test

Φ(X) =





1, if X > 6 or X < 1,

0.4, if X = 6,

0.2, if X = 1,

0, if 1 < X < 6.

Find the size of this test.
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6. (a) State the following theorems: (i) Chebyshev’s inequality (ii) Central limit theorem.

(b) Let X1, X2, . . . , X10 be independent, with Xi ∼ B(1, θ). Find a UMP size-0.05 test that

θ = 0.4 against θ > 0.4.

n = 10, p = 0.4,
∑r

x=0 b(x; n, p)�����
r 0 1 2 3 4 5 6 7 8 9 10

0.0060 0.0464 0.1673 0.3823 0.6331 0.8338 0.9452 0.9877 0.9983 0.9999 1.0000
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1. Let (X, Y ) be continuous random variables such that f(x, y) = e−y, 0 < x < y < ∞.

(a) Find E(Y | X = 1).

(b) Find the joint moment generating function of (X,Y ).

2. Let X1, X2, . . . , Xn be a random sample from the density

f(x; θ) = θ(1 + x)−(1+θ), x > 0, θ > 0.

(a) Find the best unbiased estimator of 1/θ.

(b) Find the information lower bound for the variance of an unbiased estimator of 1/θ.

3. (a) Let X1, X2, X3 be independent with density

f(xi; αi) =
1

Γ(αi)
xαi−1

i e−xi , xi > 0.

Let U1 = X1 + X2 + X3, U2 = X2/U1, U3 = X3/U1. Find the joint density of (U1, U2, U3).

(b) Let X ∼ N(0, 1) and Φ(x) = P (X ≤ x). Find the density of Φ(X).

4. (a) Suppose that for all n, Tn is an estimator of τ(θ). Show that if bias(Tn) → 0, V ar(Tn) → 0,

then Tn is a consistent sequence of estimators.

(b) Let Xn ∼ Γ(n, 1/n). Show that Xn
P−→ 1.

5. Suppose Xi ∼ N(iθ, 1), i = 1, 2, 3, are independent. Find the UMP size-0.05 test for testing

θ = 2 against θ > 2. (
√

14 .= 3.741,Φ(1.645) = 0.95 where Φ(x) =
∫ x

−∞(1/
√

2π)e−t2/2 dt)

6. Suppose X is a discrete random variable taking on the values 1, 2, 3, and 4, and θ takes on the

values −1, 0, and 1. Suppose also that the density of X is giving in the following table:

x 1 2 3 4

f(x;−1) 0.53 0.30 0.00 0.17

f(x; 0) 0.60 0.20 0.10 0.10

f(x; 1) 0.60 0.22 0.18 0

Consider testing that θ = 0 against θ 6= 0.

(a) Show that the 0.2 LRT for this problem rejects the null hypothesis if X = 3 or 4.

(b) Show that the test which rejects the null hypothesis if X = 2 is a size-0.2 test which is

more powerful than the LRT.
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1. (a) Consider a Poisson process with rate λ. Let X be the time till the second arrival. Find the

density of X.

(b) Suppose that we sample with replacement from a population of size N with proportion of

successes p. Let V be the number of failures before the r-th success. Find the moment-

generating function of V .

2. Let Z and U be independent, Z ∼ N(0, 1), and U ∼ χ2
k. Let T = Z/

√
U/k and W = U .

(a) Find the joint density of T and W .

(b) Find the marginal density of T .

3. Let X1, . . . , Xn be independent, with Xi ∼ N(µ, σ2). Find the size-α LRT for testing that

σ2 = c2 against σ2 > c2, and show that it rejects the null hypothesis if U > χ2
n−1(α), where

U = (n− 1)S2/c2.

4. Let X1, . . . , Xn be independent, with Xi ∼ E(iθ).

(a) Find the MLE of θ.

(b) Find a (1− α) confidence interval for θ.

5. (Problem 4 continued)

(a) Find the lower bound for an unbiased estimator of 1/θ.

(b) Find the best unbiased estimator of θ2.

6. (a) Let X be a discrete random variable having the following density function:

x 0 1 2 3 4 5

f(x; 0) .05 .05 .10 .10 .20 .50

f(x; 1) .10 .15 .25 .15 .25 .10

Find the most powerful .15 test that θ = 1 against θ = 0.

(b) State and prove Neymann-Pearson Theorem for the continuous case.
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1. Let X and Y be independent, and let f1(x) = e−x, x > 0, and f2(y) = e−y, y > 0. Let

U = X + Y , V = X/(X + Y ). Find

(a) the joint density of U and V ,

(b) the conditional density of U given V = v, and

(c) the marginal density of U .

2. Let X1, . . . , Xn be independent, and let Xi ∼ N(µ, σ2), n > 1.

(a) What are the distributions of the sample mean X and the sample variance S2?

(b) Are X and S2 independent?

3. Let X1, X2, . . . be a sequence of independent random variables with Xi uniformly distributed

on the interval (0, 1). Find the limiting distribution of Wn = n(1−maxi≤n Xi).

4. Let Xi be independent Poisson distribution with mean iθ, where i = 1, 2, . . . , n. Now, let

P =
∑n

i=1(Xi/an) and T = P 2 − P/an, where an =
∑n

i=1 i. Prove or disprove that

(a) P is a consistent estimator of θ.

(b) T is a consistent estimator of θ2.

5. State and prove the Neyman-Pearson theorem.

6. We say that a statistic T has a complete family of distributions if Eθh(T ) = 0 for all θ implies

that h(T ) ≡ 0. Use this definition to show that X has a complete family of distributions and is

a complete sufficient statistic, where X1, . . . , Xn are independent and Xi ∼ N(θ, 1).
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1. Let (X, Y ) have joint density f(x, y) = kx2y3, 0 < y < x < 1.

(a) Find the marginal density of Y .

(b) Find V ar(X | Y = 2/3).

2. (a) Consider a Poisson process with rate λ. Let T be the time till the third arrival. Find the

density of T .

(b) Find the moment generating function of T .

3. Let X1, X2, X3 be independent and Xi ∼ P (mi). Let Y = X1+X2+X3, and g = m1+m2+m3.

Show that (X1, X2) | Y ∼ T (Y, (m1/q, m2/q)).

4. Let (X, Y ) ∼ T (n, (θ2, 2θ(1− θ)).

(a) Find the lower bound for an unbiased estimator of θ.

(b) Find the best unbiased estimator of θ.

5. Let X1, X2, . . . , Xn be independent, with Xi ∼ E(iθ). Show that the LRT for testing that θ = c

against θ < c rejects the null hypothesis if U = 2nR/c is too small, where R =
∑n

i=1 Xi/ni.

6. Let X1, X2, . . . , Xn be independent, with Xi ∼ E(iθ).

(a) Find a (1− α) confidence interval for θ, where 0 < α < 1.

(b) Find a UMP size-α test for testing θ = c against θ > c.

¥ (X1, X2) ∼ T (n, (θ1, θ2)) ⇔ f(x1, x2) = n!
x1!x2!(n−x1−x2)!

θx1θx2
2 (1 − θ1 − θ2)n−x1−x2 , x1, x2 ≥ 0,

x1 + x2 ≤ n.

¥ X ∼ P (λ) ⇔ f(x) = e−λλx/x!, x = 0, 1, 2, . . .

¥ X ∼ E(θ) ⇔ f(x) = (1/θ)e−x/θ, x > 0.
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1. Let (X, Y ) be jointly uniformly distributed on the triangle 0 < x < y < 1. Let U = X/Y .

(a) Find the marginal densities of X and Y .

(b) Find the density of U .

2. Let (X, Y, Z) have joint moment-generating function M(r, s, t) = (1 − r)−2(1 + r − 2s)−3(1 +

2r − s + 3t)−1.

(a) Find Cov(X,Y ).

(b) Find the joint moment-generating function of U = 2X − Y and V = Z − Y . Are U and V

independent?

3. (a) Let X, Y be random variables. Show that V ar(X) = E(V ar(X|Y )) + V ar(E(X|Y )).

(b) Let (X, Y ) have joint density f(x, y) = cxy2, 0 < x < y < 1. Find c and V ar(X|Y = 2/3).

4. Let X1, X2, . . . , Xn be independent with Xi ∼ E(iθ), and let R =
∑n

i=1 Xi/ni.

(a) Find an unbiased estimator of θ−1.

(b) Is this estimator efficient?

5. (a) State the Neyman-Pearson theorem and prove it for the continuous case.

(b) Let X1, . . . , Xn be independent with Xi ∼ B(1, θ). Find a UMP size-0.1 test that θ = 0.4

against θ < 0.4 when n = 12.

6. (a) Let (X, Y ) ∼ T (n, (θ2, 2θ(1− θ))). Find the lower bound for an unbiased estimator of θ2.

(b) Let X be a positive continuous random variable. Show that E(X) =
∫∞
0

P (X > y) dy.




